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A Physically Based Small-Signal Circuit Model for

Heterostructure Acoustic Charge

Transport Devices
J. Stevenson Kenney and William D. Hunt

Abstract—A physically based small-signal circuit model for

GaAs-AIGaAs Schottky gate heterostructure acoustic charge

transport (HACT) devices is presented. Analytical expressions
for the instantaneous and average channel current as a function
of gate voltage are obtained from physical device parameters.
The charge injection model is based on subthreshold current
models for GaAs MESFET’S. It is shown that the shape of the

sampling aperture of the charge injection operation is approx-
imately Gaussian. Good agreement is obtained between the

measured dc channel current versus gate voltage and that pre-

dicted by the model. Equivalent circuits are also developed for

the transfer and output sensing operations. Expressions for
noise sources due to the physical processes that occur within

the device are developed. Thermal noise, shot noise, and trans-
fer noise are treated. The form of the analytic expressions for
frequency response and noise figure allows easy implementa-
tion on commercially available CAE software. Simulations of
both gain and noise figure performed on Libra’” are compared
to measured data. Simulations agree with 10 percent of mea-
sured frequency response for a 160 tap HACT device. The pre-
dicted noise figure agrees within 1 dB of that measured for the

same device.
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Fig. 1. Block diagram of a HACT device showing the three basic device

operations: input sampling, signal delay, and output sensing and summing.I. INTRODUCTION

A COUSTIC charge transport (ACT) devices are charge

transfer devices that operate in a manner similar to

charge-coupled devices (CCD’s) [1]. Both ACT’s and

CCD’S transfer charge confined in moving potential wells.

CCD’S rely on an array of differently phased clock poten-

tials to move the charge along the channel. In contrast,

ACT’s rely on a potential induced in a piezoelectric semi-

conductor, such as GaAs, by a surface acoustic wave

(SAW). In this way, they eliminate the complicated air-

bridged network of gate electrodes. The first monolithic

ACT devices demonstrated relied on surface and back-
dating potentials to confine the charge within the channel

[2]. More advanced devices have been recently demon-

strated which use the band-gap potential between an
AlGaAs and a GaAs layer to confine the charge [3]. Such

devices have hence been called heterostructure acoustic

charge transport (HACT) devices.

The basic architecture of many HACT devices is that

of a tapped transversal filter, similar to those realized us-

ing digital signal processing (DSP) techniques [4]. A

block diagram of a HACT device is shown in Fig. 1. The

device essentially performs three operations: input sam-

pling (charge injection), delay (charge transport), and

summing (output sensing). The sampling function is due

to the SAW; thus, the Nyquist frequency of the device is

half the SAW frequency. Likewise, the delay is due to the

acoustic propagation velocity of the SAW. The summing

operation is a nondestructive sensing (NDS) of the charge

packets in the channel. Delayed, sampled replicas of the

input signal appear at each tap, which are usually spaced

one per acoustic wavelength. Additional circuits can then
be employed to weight the tap outputs prior to summing
to form a finite impulse response (FIR) filter [1]. Being

parallel analog processors, HACT devices offer a three-

order of magnitude improvement in speed (bandwidth)

over DSP-based transversal filters. Because of this, they

have found applications as high-speed equalizers, program-

mable filters, and correlators. Given these increasingly

complex applications, computer modeling of HACT de-

vices has become important not only to device designers,

but also to systems designers who wish to predict overall
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performance based on device performance. In view of

this, a device model must be detailed enough so that ad-

equate information concerning device geometry and ma-

terial parameters can be incorporated. It must also be flex-

ible enough to provide tractable system level performance

predictions. Previously reported models fall into two cat-

egories which address these needs individually. Compu-

tationally intensive Poisson-based physical models pro-.

vide information about the charge density and potential

within the device, but dynamic terminal characteristics are

not easily obtained [5] -[7]. Empirically based behavioral

models provide adequate information for the system de-

signer, but do not relate this to the internal operation of

the device [1], [8]. We present a compromise between

these two types with a physically based small-signal cir-’

cuit mc?del. The element values of this model are derived

from the device physics. Because the model relies exclu-

sively on linear time-invariant circuit elements, the equiv-

alent circuit we report is easy to implement on commer-

cially available microwave circuit analysis software.

The physical processes responsible for implementing

each of these operations can be understood by referring to

Fig. 2, Input sampling is obtained by controlling the

amount of charge injected by the ohmic source into the

traveling potential well by modulating the height of a po-

tential barrier at the gate. We have found that a sinusoi-

dally varying SAW potential acts like a Gaussian aperture

function on the steady-state channel current. The injected

charge is then localized near the most positive portion of

the traveling potential well due to the SAW forming a

discrete charge “packet.” These packets then travel at
the acoustic velocity down the channel until they are re-

moved by the ohmic drain contact. Small-signal operation

is obtained by superimposing a time-varying signal, which

is bandlimited to the Nyquist frequency, on a larger dc

quiescent gate voltage. The size of the charge packets is

then proportional to the input signal. These are usually

sensed nondestructively by reverse biased Schottky diodes

at the surface. The image charge flowing in these ele-

ments is essentially equal to the instantaneous channel

current [9]. Programmable tap weighting networks are

sometimes included which consist of capacitive or resis-

tive ladder networks [1].

This paper is an expansion of material presented in our

previous paper [10] where we presented an empirically

derived small-signal circuit model. Full derivations of the

physical models for the circuit elements and noise sources

are developed in this paper. Of course, some degree of

empiricism is present in almost all physical models. In

specific cases where we have resorted to this, we include

values for empirical parameters that have resulted in good

agreement to our experimental measurements. The circuit
model is broken up into three sections which are related

to the operational functions of the device: input sampling,

charge transport, and output sensing. Small-signal linear

circuits are developed for each subcircuit in such a way

that state variables can either be node voltages (or branch

currents) or packet charges. The development of the lin-
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Fig. 2. Physical structure of a HACT device showing the elements re-
sponsible for input sampling (charge injection), signal delay (charge trans-
port), and output sensing (nondestructive charge sensing).

ear model allows noise sources, which appear in each of

the three operations, to be linearly superimposed by mean-

square superposition. This results in a simple expression

for noise figure and charge variance.

II. INPUT CIRCUIT

The operation of the input circuit consists of a conver-

sion of voltage to charge, and the subsequent removall of

charge from the ohmic contact region by the transport

process. The input structure “resembles a HEMT, and as

such is modeled by a nonlinear voltage controlled current

source. Differences between the two devices become ap-

parent when one considers the channel potential. Under

normal operation, all charge is moved by the SAW poten-

tial traveling at the acoustic velocity, which is rouglhly

two orders of magnitude slower than the saturation veloc-

ity in a HEMT. The epitaxial layers are also different from

those used for HEMT devices. The- AlGaAs charge con-

trol layer is more lightly doped, and the GaAs cap la;yer

is left undoped so that the free carriers do not “short out”

the SAW potential at the surface. A third difference is that

HACT devices are normally operated with the channel

completely pinched off. The AlGaAs layer is depleted by

interface and surface states at the GaAs cap layer [3]. So

the channel current is, under ideal circumstances, only

due to the charge injected at the source ohmic contact, In

this mode, the current that flows in the channel is that due

to the subtlzreshold effect [11]. In a conventional MES-

FET operating in this regime, charge present in the n+

ohmic region diffuses over the potential barrier set up by

the gate voltage. Thus, the operation is similar to a bi-

polar transistor in that diffusion current is controlled by

the height of a potential barrier, Hence, the channel cur-

rent is an exponential function of gate vokage ~@ ~<ol-

lowing Liang et al., we develop the ,HACT injection

model by considering the SAW potential at the transport

channel V. (x, t) to be superimposed on the gate, deple-

tion, and conduction band potentials. A surface charge

potential also exists in GaAs devices [3].
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Assuming that the carrier concentration in the GaAs

transport channel is uniform in the y-direction, and ne-

glecting the drift current term, we can write the instanta-

neous current injected into the channel ZCas

(1)

where W is the channel width, dG is the thickness of the

GaAs transport channel, q is the elementary charge, D. is

the diffusion constant for electrons, and n (x) is the carrier
concentration. In equilibrium, carriers diffuse out of the

n+ ohmic region into the channel so as to equalize the

Fermi level. The region into which the carriers diffuse is

stopped by the potential barrier formed by the Schottky

gate junction biased at the applied gate voltage. The con-

centration of mobile carriers is a function of the potential

in this region, which is made up of the superposition of

several potentials. Following the notation for GaAs-

FET’s, the gate potential has subtracted from it a thresh-

old voltage Vf~, For a heterostructure device, this is made

up of the depletion potential, the Schottky barrier height,

the conduction band discontinuity, and the surface charge

potential

TABLE I

TYPICAL VALUES OF HACT MATERIAL PARAMETERS AND GEOMETRY

dC = 200 A
d. = 700 A
d~ = 400 A
N~ = 2 10’7 cm-3
q$~ = 1.2 v
AEC = 0.25 V
n, = 1.4 . 10’4 cm-z
c, = 13.1 . Co F/m
v. = 2873 m/s
L~~ = 2.5 ~m

L~ = 2.0 ~m

W = 1000 ~m

ohmic, and the amplitude of the SAW potential. We have

not developed a closed-form expression for ncfl at this

time. However, we have found that values in the range of
5 . 1013 cm-3 to 3 . 1014 cm-3 result in the best fit to

measured data.

Assuming that the carrier concentration decays as a lin-

ear function of distance into the gate region, and that the

concentration on the other side of the gate is zero, the

diffusion current can then be approximated by

W%lDn%ff

qd;N~
Ic =

[ 1
2 (~G~– ~,~+ ~c(~,t)) . (5)

vt~ = ~ + qob + ~ (AEC – Ei) –
qn, (dA + d=) LG ‘Xp kT

s E,
(2)

where dA is the thickness of the AlGaAs region, d= is the

thickness of the GaAs cap layer, ~, is the permitivity, Nd

is the donor concentration in the AlGaAs layer, q@b is the

Schottky barrier height, AEC is the conduction band en-

ergy discontinuity between the AlGaAs charge control

layer and the GaAs transport channel, Ei is the intrinsic

Fermi level, and n, is the interface and surface state con-

centration. Typical values for these are given in Table I.

The traveling wave potential setup by the SAW is also

superimposed in the GaAs layer. We assume the form of

VCto be

Vc(x,t) = @,Cos (27rfi (t – x/ Va)) (3)

where 4$ is the SAW surface potential, where we have

assumed negligible decay of this potential at the channel

depth. L is the SAW frequency, and V. is the SAW ve-

locity.

Assuming uniform concentration in the region between

the source and gate, the concentration n is approximated

by the Boltzmann distribution at room temperature, with

the quasi-Fermi level determined by the superposition of

the gate voltage VG~, the threshold voltage V,k, and the

SAW potential VC(x, t)

[
‘(VG~ – V,~ + VC(X, t))

n = “f ‘Xp kT 1
(4)

“hwhere k is Boltzm m’s constant, T is the absolute tem-

perature, and n.r is the effective equilibrium concentra-

tion in the injection region. n,f must usually be found em-
pirically. In general, this will depend on both the material

parameters, i.e., the doping concentration of the source

In reality, the well is filling up as charge is injected, hence

decreasing the rate of charge diffusion. 1, will decrease

substantially from this value as the charge packet concen-

tration increases to a significant fraction of n,ti Hence,

(5) is the low injection limit. The rate equation could be

solved to obtain a more exact form of the injected charge,

but we prefer to simply modify the form of (5) empirically

to keep a closed-form expression that can be used effi-

ciently with computer-aided circuit simulation. Consid-

ering this, an ideality factor q is introduced in the follow-

ing equation so that the expression for the instantaneous

channel current lC (V~,, VC) is valid over a more practical

range of channel current:

WdGqD.n.ff
ZC(VG~, VC) =

LG

“ exp

We have found that

[ I+T(VGS- Vt~ + VC(X = O, t)) .

(6)

n = 3.3 gives the best fit over the
widest range of channel current, while q = 5.5 is best for

higher injection levels. If the cosine in (3) is expanded

out to two terms, the sampling aperture function ~(t) is

essentially Gaussian in form

WdGqD#,ff
zC(VG~, ~,, t) =

LG

[ 1
~(vG~ – vt~– 4,) “ s(t)“ ‘Xp qkT

(7)
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Fig. 3. Predicted sampling aperture function, and Gaussian approximation
to aperture function (dashed line) for a l-mm-wide channel. q = 5.5, ngf

= 2,175. 1014 cm-3, ~, = 0,26 V.

where

Plots of ZC(t) calculated from (6) and (7) are shown in Fig.

3. It is seen that there is little error introduced by the

Gaussian approximation. The Gaussian shape of the ap-

erture function has been verified by measuring the con-

version loss of the input sampler operated at harmonics of

the Nyquist frequency. We performed this measurement

on two HACT devices with identical input structures. Us-

ing this information, we reconstructed the time-domain

waveform from the first three Fourier coefficients. Since

we assume that the form is Gaussian, the Fourier coeffi-

cients are all real and positive. They are therefore deter-

mined completely by the magnitude of the conversion loss

at the harmonic frequencies. The sampling aperture func-

tion as calculated using (7) is shown in Fig. 4, along with

the Fourier reconstructed sampling function.

The average channel current (Zc ( VGJ ) can be obtained

by integrating (1) over one SAW period T,, This can be

done by numerically integrating (6), or analytically in ap-

proximate form by expanding the limits of integration to

infinity on the Gaussian definite integral formed from (7),

~

T,/2

(ZC(VGS, @s)) = _T,,~ Z, (VG~, VC(x = LG~, t)) dt

. exp
[ 1
*T(VGS– v,~+ +,) . (8)

A plot of (8), both the approximate Gaussian integral, and

the numerically integrated form, is. shown below in Fig.

5, along with the measured (ZC) – V~~ curve of a 1-mm-
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Fig. 4. Measured versus predicted aperture function for two l-mm-wide
HACT devices. Measured periodic time-domain function reconstructed
from the first three Fourier coefficients.
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Fig. 5. Measured versus predicted (IC) versus V~~ for a l-mm HACT de-
vice. q = 3.3, n,f = 5.437 . 1013 cm-3, @, = 0.26 V. Parameters chosen

for best agreement over widest range of (Zc).

wide HACT device. q and n.ti were adjusted so that the

calculated ( lC) was in close agreement with the measured

average channel current.

The small-signal average transconductance ( g~ ) about

some operating point VG~o is obtained by differentiating

(8)

(g.) = -&T(L)

Jw&@.%ff q
=

LG 2mj,qkT

The total charge in the rnth packet Q~ is obtained by in-

tegrating the instantaneous channel current over a SAW
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period. For a small-signal voltage v~, superimposed on a

larger dc voltage V~~o, this is given by

Q~ = ~S[(ZC(~GSO)) + (%) (“~,}J

= Qo + c,(~g,)m = QO + (l.

(lo)

where we have defined the quiescent packet charge Qo,

and a linear small-signal conversion capacitance c, which

relates the sampled small-signal voltage ( Vg,) ~ to the
small-signal charge packet q~. Thus, it is equivalent to

model the injection process with either a time-averaged

transconductance, or a two-port capacitance. The former

is more conventional, and is shown in small-signal model

for the input injection process in Fig. 6. The effect of

averaging over the aperture width in the sampling opera-

tion is a rolloff in the frequency response [1]. We have

found this rolloff to be negligible below the Nyquist fre-

quency. Thus, ( vg,)~ = v~, (t – mT,), and the circuit is

completely linear.

A parasitic resistance RG and capacitance CGs also ap-

pear in the input circuit. RG is actually a series combina-
tion of two resistances: that due to gate metal resistance

(Rm), and the intrinsic channel resistance (RJ. Expres-

sions for these have been developed for GaAs MOD-

FET’s, and are directly applicable to HACT devices, The

distributed nature of the gate metal Schottky contact gives

rise to an effective resistance which is a factor of one-third

of that calculated from the bulk resistivity of the metal

[12]

Rm = ‘w9,4 (11)
J.’-lm

where pm is the bulk resistivity of the gate metal, and Am
is the cross-sectional area of the metal, In most processes,

several different types of gate metal are used is various

thicknesses. Equation (11) can be augmented to account

for this by calculating the resistance of each layer, and

calculating the resistance of the parallel network. To pre-

vent perturbation of the acoustic potential, the gate con-

tact is made relatively short (2-3 ~m) and is accessed out-

side the acoustic channel. Because of this, Rm is somewhat

higher in a HACT device than in most MODFET’S.

The intrinsic resistance Ri is calculated from the sheet

resistivity of the transport channel ~,h which is determined

empirically from test cell measurements [12], yielding

(12)

where LG5 is the distance between the source ohmic con-

tact and the Schottky gate metal. Values of p$~ have been

reported to fall in the range of 700– 1500 O/• for highly
doped (> 1018 cm-3) AIGaAs layers [13]. The sheet
resistance for HACT devices is typically much higher

( -5-15 kfl/ ❑ ) due to the depleted nature of the trans-

port channel.

A third resistance Rs appears in the circuit model be-

cause of the source ohmic contact resistance. Like Ri, Rs

TRANSFER CIRCUIT

+;

@f

iO
(g.)vn I * ~ ~~

INPUT CIRCUIT ! OUTPUT
* - DENOTESNOISESOURCE ~ CIRCUIT + *

Fig. 6. Small-signal equivalent circuit for a HACT device. Output circuit
shows only one unweighed tap.

is controlled by a parameter determined by test cell mea-

surement, PC, the specific contact resistivity [12. The
source resistance is then given by

(13)

Because of the high value of sheet resistivity, the source

resistance can be quite high (- 1000 ~). This is important

because the measured transconductance g~o is degraded
at higher values of the intrinsic g~ as given in (14)

gmO =
g.

1 + gmR$ ‘
(14)

In addition to the penalty in gain, the thermal noise of the

source resistance adds directly to that produced by the gate

and intrinsic resistance [14]. This is discussed in Section

v.

The capacitance CGs is the Schottky depletion capaci-

tance, modified for the effective distance of the transport

layer. Since the gate is not recessed in HACT devices,

the effective permitivity of both the GaAs cap layer and

the AlGaAs charge control layer must be considered.

Since we are interested only in the small-signal charac-

teristics about a normal operating point, we may consider

the capacitance to be independent of gate potential.

feff~G
CGS=

dC + d~
(15)

where ~.f is the effective dielectric constant of the two

materials, weighted by their respective thicknesses, dC for

the GaAs cap layer, and dA for the AlGaAs layer.

III. TRANSFER CIRCUIT

Once the charge packets have been injected into the

transport channel, they are transferred continuously at the

acoustic velocity. Since the small-signal charge is linearly

related to the small-signal voltage by the effective storage

capacitance c~, we can treat the charge packet as an equiv-

alent voltage propagating on an ideal unidirectional trans-

mission line, as shown in Fig. 6. The impedance of the

line is determined by the shunt capacitance per unit length

(7. and the acoustic velocitv V.. Since we reauire the—,
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charge packet q~ associated with the equivalent potential

v~~ to be related by the storage capacitance, the capaci-

tance per unit length is simply c, /ha. The equivalent se-

ries inductance per wavelength is found from

‘“=&c ”L=vk”

The impedance of the line 20 is then given by

The voltage at the nth node v.,

spacing between taps, is related to

ple ( v~,)~ by

1

<%) “

(16)

(17)

assuming wavelength

the input voltage sam-

Vn = (Vg,)m+n (18)

where the subscript denotes total delay in units of sample

time T,.

IV. OUTPUT CIRCUIT

The NDS elements are essentially reversed biased

Schottky diodes. The charge packets are capacitively cou-

pled to the output electrodes. They induce a positive im-

age charge on the NDS elements, each having a capaci-

tance Co. The Norton equivalent circuit is most

convenient to model the NDS tap as multiple taps can

simply be current summed. A parasitic resistance R. ap-

pears in series with co as shown in Fig. 6. The value of

these must usually be determined empirically, although a

rough estimate can be made by using (11) with appropri-

ate material parameters and geometry.

The magnitude of the current source is derived from an

electrostatic calculation. A common NDS configuration is

to use a pair of electrodes, separated by a small distance,

with the load connected between them. Warren derived

an analytic expression for the current output of a pair of

- semiinfmite metal plates on a perfect dielectric [9]. We

use this as an approximation to the actual current-charge

relationship, which must be solved numerically. The

charge packet is represented by a line distributed charge

of q~ coulombs propagating at the acoustic velocity V. a

distance dC~below the surface. The method of images is

used to determine the induced current flowing between the

electrodes. The load current due to the mth charge packet

traveling beneath a pair of electrodes n wavelengths from

the injection point is given in [9] as

‘n(’)=(?r~(v9’19)
where d,h is the channel depth given by dCh = dC + dA.

Removing the time dependence of the current in (19) by

averaging over one clock cycle, we solve the integral to

find the output current in (20)

2qmdCh

!

T,/2
dt

(i~)T, = —
mA.T, O (dCh/h.)2 + (t/T,)2

2

()

ha
= q. tan-l —=—

2dC~ “
(2!0)

Because the charge is confined by the heterojunction po-

tential, the channel depth is usually set very close to the

surface to achieve maximum coupling. In this case (dC~

<< X.), we obtain a simple relationship between output

current and input voltage.

Equation (21) states that the current flowing out of the

NDS tap is essentially of equal magnitude to~hat flowing

in the channel. Thus, the output current is the product of

the average transconductance (gm ), and the input signal

averaged over the sampling aperture ( v~, ) delayed by m
+ n sample periods.

V. NOISE SOURCES

Noise is associated with several random processes

within the HACT device. The dominant source of noise

at the input is due to the thermal noise of the gate resis-

tance RG and the source ohmic resistance Rs [14]. Since

the gate capacitance CG~ is ordinarily very small, the roll-

off of the noise power occurs at frequencies substantially

higher than the Nyquist frequency. For this reason, the

input noise voltage (amplitude squared) per unit band-

width I Vg 12 can be considered constant.

lv,12 = 4kT(RG + RJ

where k is Boltzmann’s constant and T is the absolute

temperature.

For some applications, namely, those in which the

HACT device is used in more traditional CCD functions,

such as imaging, it is desirable to consider the total mean-

square fluctuation (the variance) of charge in the packet
as a figure of merit of the noise performance [15]. The

power spectrum of the noise voltage source is band li,m-

ited by CGs, so the total noise power is finite [16]. This

can be represented by a mean-square charge fluctuation

reflected back through the storage capacitance c~

(23)

There is also thermal noise associated with the output re-

sistance Ro, which can contribute to the total output noise
for low gain devices. It appears as a noise current source

in parallel with RO as shown in Fig, 6. The noise current

(amplitude squared) is given by

lio12 = *
0

(24)
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Like the input noise, this noise term can be represented

by its contribution to the total mean-square charge fluc-

tuation of the packet (q ~). The calculation of this is com-

plicated by the presence of Co, since it effectively forms

a high-pass filter. Under the worst case assumption that

the reactance of Co is negligible, the power spectrum is

flat through the Nyquist bandwidth. Since we are con-

cerned with the equivalent variance of charge within the

packet that would produce the same noise amplitude

within the Nyquist bandwidth, the mean-square charge

fluctuation due to the output thermal resistance (q:) is a

function only of the storage capacitance.

(qg) = kTc,. (25)

Because the charge injection is a barrier-limited process,

shot noise is also present in the channel current. The

mean-square amplitude per unit bandwidth is related to

the steady-state channel current.

Ii,,l’ = 2q(lc(v~~~)). (26)

An expression for the total charge variance due to the shot

noise is found by the fact it is a Poisson random process.

Hence, the variance of charge is equal to the mean charge

in the packet. This is simply Qo, hence,

(qjJ = Q(.I= T.(ZC(VGJ). (27)

The next source of noise to be discussed is transfer noise.

This subject has received much treatment in the CCD lit-

erature [15], [17], and because of the complicated nature

of the derivation, we will state only the results and their

applicability to HACT devices. Transfer noise is actually

divided into several categories. We will consider only that

which arises from the random trapping and emission of

carrier in GaAs /AIGaAs interface and bulk impurity

states. The resulting relationship between the mean-square

charge fluctuation per transfer ( q ~) and the trap state con-

centration nr is

(q ~) = akTqn,A (28)

where A is the charge packet area, and CY is a constant

determined by trap energy and cross section energy dis-

tribution, A typical value cited in the CCD literature for

uniform trap energy distribution is CY = 2 s In (2) [17].

The noise power spectral density of this type of noise is

difficult to calculate because of the correlation between
fluctuations in adjacent packets [15]. We consider the to-
tal fhwtuation to be band limited by the sampling fre-

quency. This is justified since only interface states with

time constants of the order of a SAW period contribute to

the transfer noise [17]. Thus, the equivalent input voltage

IV,12 is

ctkTqnlA T,
[vtl’ = ~2 .

s
(29)

The transfer noise sources appear in series with the trans-

mission line elements as shown in Fig. 6. Since the trans-

fer noise, as seen by the charge packet, accumulates as it

travels to the tap point, each source must be scaled ac-
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Fig. 7. Measured versus simulated insertion loss and noise figure using

Librar” of a 160 tap, l-mm channel HACT device. Insertion loss error is

less than 10 percent above –30 dB, noise figure error is less than 1 dB.

cording to the number of traversed wavelengths. Equiv-

alently, a noise source can be placed in series with the

input of the transfer circuit to account for transfer noise

of all packets summed at the output. To simplify the anal-

ysis, we will assume uncorrelated noise sources as a first

approximation. The equivalent mean-square transfer noise

source for ~ taps VIN is

142
— [N2 + 2NUN + N] (30)lVtN12= ~$Nunlvtl’ = z

where NM is the number of wavelengths before the first

NDS tap.

VI. CIRCUIT SIMULATION

Fig. 7 shows the results of a frequency response sim-

ulation of a 160 tap, 144 MHz HACT device imple-

mented on Libra’”, a commercially available microwave

analysis program [18]. The measured response is also

shown for comparison. The transconductance ( g~ ) was

determined from (9), The input and output parasitics—R&

Rs, CGs, Ro, and Co—were determined by direct mea-

surement of the HACT device. The values for these are

shown in Table II. The average error above – 30 dB in-

sertion loss was less than 10 percent. Below this level,

deviations from ideal tap weights within the device re-
sulted in a slight frequency shift of the insertion loss nulls,

The predicted noise figure is also shown in Fig. 7. Some

adjustments had to be made to the circuit model in order

for it to correctly simulate. Libra’” assumes that all resis-

tors in the circuit file produce thermal noise. In Fig. 6,

the source and termination resistances Z. are noiseless,

and not necessarily unique. In order to avoid an erroneous

noise contribution from these resistances, the transmis-

sion line characteristic impedance (and hence the source

and termination impedance) is scaled to reduce the noise
voltage. The NDS current source transconductance is then

appropriate y scaled to account for this. A factor of 100

seemed to be adequate for the 160 tap HACT device.
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TABLE II
LIBRA’” SIMULATIONVALUES

(lC) = 10 PA
gm~ = 120 #s
R. = 2350 0

co = 0.056pF

~ ::~.6$Hz
a = 20.0 ~m

a = 1.4
y 11313 cn3-3

; = 160 Ad

N. = 15 &
R, = 37 ‘n
R~ = 1200 Q
R. = 6.0 Q

The values for the shot and transfer noise sources were

obtained from (26), (29), and (30). As stated above, ther-

mal noise sources are included in the device models for

lumped resistors. These values are shown in Table II. It

is seen that the simulated noise figure is within 1.0 dB of

that measured at several points near the center frequency

of the 160 tap HACT device. This was measured using

the y-factor method with a noise source of approximately

42 dB ENR. We estimate the accuracy of the noise figure

measurement to be + 1 dB as shown by the error bars in

Fig, 7. This is based on the accuracy of relative noise

power measurement and ENR calibration.

VII. SUMMARY AND CONCLUSIONS

The purpose of this investigation was to determine the

small-signal gain and noise properties of HACT devices.

To do this, we developed a linear time-invariant circuit

model with physically based elements. This involved de-

termining the form of the instantaneous channel current,

and subsequently integrating over the SAW period to ob-

tain the average channel current-gate voltage relation-

ship. It was found that the steady-state channel current is

essentially due to the GaAs MESFET subthreshold effect.

It was also verified by Fourier coefficient measurement

that the aperture function produced by the SAW potential

is approximately Gaussian. This allowed an approximate

analytic expression to be derived for the average channel

current. The agreement between measured and modeled

average channel current was good over more than two

decades. Equivalent circuit models for the charge trans-

port and sensing structures were derived. We then inves-

tigated the physical mechanisms responsible for the gen-

eration of noise within the device. Based on previous work

on noise in CCD devices and GaAs MESFET’S, we de-

veloped models for the sources of charge fluctuation at

various points within the device. Thermal noise, shot

noise, and trap-related transfer noise were treated. The

noise sources were then added to the circuit model, and

linear mean-square power superposition was used to de-

termine the total effect of these on the signal, Simulations

of gain using LibraTM showed good agreement with mea-

sured data for a 160 tap HACT device. The error in pre-

dicted frequency response was less than 10 percent of the

measured response, and the predicted midband noise fig-

ure was within 1 dB of the measured NF at the center

frequency.
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